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ABSTRACT OF DISSERTATION 
This dissertation explores one-class classification (OCC) in the context of big data and fraud detection, addressing challenges posed by imbalanced 
datasets. A detailed survey of OCC-related literature forms a core part of the study, categorizing works into outlier detection, novelty detection, and 
deep learning applications. This survey reveals a gap in the application of OCC to the inherent problems of big data, such as class rarity and noisy 
data. Building upon the foundational insights gained from the comprehensive literature review on OCC, the dissertation progresses to a detailed 
comparative analysis between OCC and binary classification methods. This comparison is pivotal in understanding their respective strengths and 
limitations across various applications, emphasizing their roles in addressing imbalanced datasets. The research then specifically evaluates binary 
and OCC using credit card fraud data. This practical application highlights the nuances and effectiveness of these classification methods in real-world 
scenarios, offering insights into their performance in detecting fraudulent activities. After the evaluation of binary and OCC using credit card fraud 
data, the dissertation extends this inquiry with a detailed investigation into the effectiveness of both methodologies in fraud detection. This extended 
analysis involves utilizing not only the Credit Card Fraud Detection Dataset but also the Medicare Part D dataset. The findings show the comparative 
performance and suitability of these classification methods in practical fraud detection scenarios. Finally, the dissertation examines the impact of 
training OCC algorithms on majority versus minority classes, using the two previously mentioned datasets in addition to Medicare Part B and Durable 
Medical Equipment, Prosthetics, Orthotics and Supplies (DMEPOS) datasets. This exploration offers critical insights into model training strategies and 
their implications, suggesting that training on the majority class can often lead to more robust classification results. In summary, this dissertation 
provides a deep understanding of OCC, effectively bridging theoretical concepts with novel applications in big data and fraud detection. It contributes 
to the field by offering a comprehensive analysis of OCC methodologies, their practical implications, and their effectiveness in addressing class 
imbalance in big data. 
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