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Abstract—People look for ways to develop bonds and create 

meaningful relationships with others. In these interactions, there are 

several parameters that play an important role when it comes to 

interacting with any autonomous or semi-autonomous system like 

robots or prostheses. In this study, the focus was on studying how the 

performance of a robotic assistant impacted self-reported human 

metrics related to trust, frustration, and satisfaction with the robot. 

All these factors could impact the ability for people to successfully 

interact with autonomous systems; it is likely that the task 

performance of the human-robot team would be highly variable 

according to any significant changes in the human trust, frustration, 

and satisfaction with the robot. In this study, it was found that the 

performance of the robot during the collaborative task significantly 

impacted the persons’ trust, satisfaction, and frustration with the 

robot. 
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I. INTRODUCTION 

Generally speaking, trust is the willingness of a person to 
become vulnerable to the actions of another person regardless of 
the ability to control those behaviors [1]. In the technical 
communities such as computer science, trust is determined as an 
expectation that an entity may have with respect to the future 
behavior of another party, i.e., a personal quantity measured to 
help the players in their future dyadic encounters [2]. The formal 
definition of trust can be defined as follows [3]: 

Definition: Let Ti
j(t) be the trust value assigned by Pi to Pj in 

period t. Let Ti(t): N → R, i.e., from natural to real numbers, be 
the trust function that illustrates how trustworthy Pi is: 

Ti(t) =
1

n − 1
 ∑ Ti

j(t)

j≠i

  

where −1 ≤ Ti(t) ≤ +1 and Ti(0) is the initial trust value.  

As shown, upper and lower bounds should limit a trust value, 

and an initial value must be determined. For instance, this 
definition illustrates if we have a technological system that 
interacts with a group of people, the perceptions that all these 
people have regarding the trustworthiness of the system will 
define how reliable it is, i.e., the average of trust perceptions. 

According to recent findings by researchers at Chapman 
University [4], Americans expressed the second highest level of 

fear about technology such as artificial intelligence and robots. 
These fascinating discoveries highlight the necessity of 
conducting research to better understand the notion of trust from 
human reasoning perspective [5]. Indeed, the ultimate objective 
is to design computational models of trust [6] for technological 
systems that interact with humans. These computational models 
can be then incorporated into the controllers of such systems for 
reliable interactions between humans and technologies. 

Trust is a parameter which usually takes time to develop and 
is important during interaction with any autonomous system. In 
general, there are many factors that might affect trust, for 
example, previous experiences interacting with autonomous 
systems. A lack of trust may negatively impact the task 
performance and impact the productivity of a human-robot team 
task. 

The satisfaction level is one of the main factors when it 
comes to interaction with robotic systems, prosthetic limbs are 
prime examples of this, where high user abandonment rates are 
observed to be correlated with low satisfaction with the artificial 
limb. It is likely that limb absent people must first be satisfied 
with their prostheses before they are willing to use it long enough 
to develop a relationship of trust with the device. There is no 
doubt a correlation between trust and satisfaction, but that is not 
well understood in human-robotic systems due to the substantial 
variations from one person to another, from one robot to another, 
and the myriad combinations of human-robot interactions that 
are possible. By adding the satisfaction and frustration 
measurements in this research, possible connections between the 
trust and satisfaction were explored to evaluate their effects on 
each other. End-user satisfaction is a crucial metric when 
evaluating assistive robotic devices such as prosthetic arms [7,8] 
and surveys have shown that 30%-50% of upper limb-absent 
people abandon the use of their prostheses because they are not 
satisfied with the performance of the artificial limb [9, 10, 11]. 
For users to trust autonomous systems, many factors might 
affect that trust as mentioned, and the satisfaction and frustration 
are among these factors.  

As shown in [12], different studies demonstrated the 
importance of satisfaction for the user when it comes to the 
usage of prosthetic arms. It has been shown that when users are 
not satisfied with their prosthetic arms, they cease use of the 
device due to the frustration and dissatisfaction associated with 
an imperfect replacement of their limb.  
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In this abstract, we have also evaluated human satisfaction 
since we are looking not only to help amputees but also to 
provide assistance to elderly people who cannot perform certain 
tasks. Moreover, the levels of frustration are also important 
when it comes to amputees and elderly people. The fact that they 
are no longer able to perform certain tasks, already raises the 
frustration level, this is human nature. Without doubt, 
satisfaction and frustration go hand in hand since the lack of one 
will most likely negatively affect the other one, making them 
connected, in same way, with each other.  

Different object delivery modes were tested from a robotic 
assistant to a human subject during this research [13], such as 
changing the Baxter arm speed, the object delivery location, and 
the objects were occasionally dropped as well. Results based on 
feedback from 10 people when they interacted with the robotic 
assistant, showed that the trust, frustration and satisfaction levels 
changed depending on the Baxter robot operation modes. The 
most significant impact on the human perception of the robot 
occurred during the failed delivery attempts, but other modes 
also produced variations in trust, frustration and satisfaction with 
the robotic assistant. 

II. EXPERIMENTAL METHODS 

The purpose of this experiment is to accomplish a 
collaborative task through interactions with a robotic assistant. 
In this experiment, users conducted sets of interactions with the 
robotic assistant where each round consisted of three deliveries 
of water bottles. At the end of each case (three deliveries), the 
subject answered three questions regarding their levels of trust, 
satisfaction, frustration on a scale of -2 to +2.  

A. Human Subjects 

In this experiment, a task for an in-home robotic assistant to 
provide support to people in a daily task were explored. 
Specifically, the task of passing a bottle of water was examined. 
The human was asked to take the bottle out of Baxter’s parallel 
gripper and place it on a shelf. Figure 1 shows the real time 
human robot interaction cycle used for the experiment. We 
designed our experiment based on changing the operation modes 
of Baxter robot (table 1) in delivering the objects, to examine 
three different factors trust, satisfaction and frustration. 10 
participants were recruited, all the participants’ ages ranged 
from 20 to 40 years old. All participants gave informed consent 
in accordance with the approved IRB protocol.  

B. Baxter Robotic Assistant 

Baxter Robot (Rethink Robotics, Inc.) was used in this 

experiment; the robot was pre-programmed to pick up bottles of 

water and deliver them to the test subject. In our experiment, we 

used robot operating system (ROS) to establish a 

communication line to control Baxter and to record all the 

necessary information that is essential for our experiment. All 

the recorded data was synchronized with each other and have the 

same time stamp.  
The user was asked to give a feedback rating their feeling of 

trust, satisfaction and frustration after each case (three 
deliveries). 

In the design of our experiment, five different operation 
modes for Baxter robot were programmed. The first mode is the 
success mode, in this mode, Baxter robot successfully delivered 

the object to a human with medium speed and in a suitable 
location for a human to take the object easily without much 
effort. In the second mode, the only factor that was changed was 
the speed of delivery; Baxter delivered objects with a very slow 
speed to the same position as in mode 1. Mode 3 was the 
successful object placement again, except with a high delivery 
speed. Mode 4 was the most significant mode as the results will 
show, which is the dropping mode. The operation speed medium 
and Baxter robot was programmed to ‘accidentally’ drop the 
object before delivering it. 

The fifth and final mode was the wrong location mode. Here, 
the speed of robot was medium, but the Baxter robot delivered 
the objects to the wrong location, far away from the subject, 
necessitating that the human must stand up from his or her chair 
and make effort to take the object from the robot.  

C. Object Delivery Case Sequence 

In this research, the sequence of 12 different delivery cases 
each with three bottle deliveries per case were followed by each 
of the 10 test subjects. The 12 cases of delivery modes were 
presented to the subjects sequentially in the order of modes: 1, 
2, 5, 5, 1, 4, 2, 4, 3, 1, 1, 1.  

 

Figure 1: (A). Successful Delivery Case Photo montage sequence, 

(B). Bottle Delivered to the Wrong Location at a median speed 

 

III. RESULTS AND DISCUSSION 

The data was plotted on three bar graphs showing the means 
and standard deviations to quantify the subjective ratings of 



trust, satisfaction, and frustration. To assess the statistical 
differences that occurred between any two cases of robot 
operation (listed in Table 1), a nonparametric Mann-Whitney U-
test was performed on every combination of operational mode.  

 
Table 1. Baxter Robot Operation Modes 

Operational Mode 
Robot Operation 

Mode 
Robot Arm Speed 

1 
Successful placement, 

median speed 
0.3 m/s 

2 
Successful placement, 

slow speed 
0.1 m/s 

3 
Successful placement, 

high speed 
0.7 m/s 

4 Bottle Dropped 0.3 m/s 

5 
Bottle Delivered to the 

Wrong Location 
0.3 m/s 

 

 

 
 

Figure 2.  Trust Level, (A). Mean and Standard Deviation, 

 and (B). Mann-Whitney U test  

 

The human trust clearly varied throughout the sequence of 
the operational modes (Fig. 2.a). Figure (2.b) shows the 
statistical analysis of the comparison between any two cases of 
operational modes, which showed several significant findings. 
The blue blocks indicate which two robot operational mode 
cases are fundamentally different. The most significant change 
in trust happened in the dropping mode (mode 4) in cases 6 and 
8. The wrong location mode (mode 5) also affected the trust level 
in comparison to modes 1-3. Also, as shown in Figure 2.b is that 
Case 7 is significantly different in comparison with case 6 and 8 
because the trust level sharply rose from case 6 to case 7 then 
sharply declined between case 7 and 8 Figure 2.a. 

 

 
 

Figure 3.  Satisfaction Level, (A). Mean and Standard Deviation,  

and (B). Mann-Whitney U test 

 

      The satisfaction level showed a similar trend as the trust 

metric because the dropping mode (mode 4) was the lowest 

across all subjects. The satisfaction levels with the wrong 

location mode are also low when compared to other robot 

operation modes, Fig. 3(A). The satisfaction level of cases 3 and 

4 are also significantly different than the rest of the cases except 

for case 7 and 12 (Fig. 3(B)).  
 

 
 

Figure 4.  Frustration Level, (A). Mean and Standard Deviation,  

and (B). Mann-Whitney U test 

 

      The self-reported frustration levels also changed with respect 

to the robot operational mode. The frustration level was high in 

operation mode 4 (dropping mode), Fig. 4(A).  The wrong 

location modes are also had slightly higher frustration levels. 

The statistical analysis for frustration level showed a significant 

difference between cases 1, 3, 6 and 8.  is completely different 

from case 8, 6, 3, and 4. Also, case 8 (the dropping mode) and 

case 3 (the wrong location mode) are different from case 9 (the 

fast delivery mode). 

IV. CONCLUSION 

      This work focuses on the interaction with a robot in daily life 
tasks like passing objects to disabled or elderly persons to help 

them with the daily routine. Self-reported feedback was 

collected for trust, satisfaction and frustration levels after 

interaction with Baxter robot during the collaborative task. It 

was observed that the human trust, satisfaction and frustration 

levels changed depending on the interaction mode with Baxter 

robot. If the robot did the delivery task without any mistake the 

subjects had higher levels of trust and satisfaction with less 

frustration.  
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