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A BIT OF BACKGROUND FOR AD

e According to National Highway Traffic Safety
Administration (NHTSA)

o 3,142 fatalities in 2019 +involved distracted drivers
o 10,142 fatalities in 2019 involved alcohol-impaired drivers

SYNoPSYs’

LEVELS OF DRIVING AUTOMATION

DRIVER PARTIAL CONDITIONAL HIGH FULL

AUTOMATION ASSISTANCE AUTOMATION AUTOMATION AUTOMATION AUTOMATION
Manual control. The The vehicle features a ADAS. The vehicle can Environmental detection The vehicle performs all The vehicle performs all
human performs all single automated perform steering and capabilities. The vehicle driving tasks under driving tasks under all
driving tasks (steering, system (e.g. it monitors acceleration. The can perform most n conditions. Zero human
acceleration, braking, speed through cruise human still monitors all driving tasks, but attention or interaction
etc). control). tasks and can take human overide is still is required.

control at any time. required an option.

THE HUMAN MONITORS THE DRIVING ENVIRONMENT THE AUTOMATED SYSTEM MONITORS THE DRIVING ENVIRONMENT




WHY T§ THIS IMPORTANT!

SELF-DRIVING VEHICLES CAN REMOVE
HUMAN ERROR FROM THE EQUATION
WHEN IT COMES T0 CAR ACCIDENTS

SELF-DRIVING VEHICLES CAN
REDUCE TRAFFIC JAMS AND SAVE
DRIVING TIME

SELF-DRIVING VEHICLES CAN PROVIDE
TRASPORTATION FOR INDIVIDUALS
WHO ARE DRIVING IMPAIRED

Sources:

https:/driving-tests.org/driving-statistics/

https-#'www.nhtsa gov/technok i ion/; d-vehicles-safety
http-#dx doiorg/10.5772/intechopen.93020

Fast Facts

@

EACH YEAR ABOUT 2 MILLION
PEOPLE HAVE PERMANENT
INJURIES AS A RESULT OF CAR
ACCIDENTS

94% OF SERIOUS CRASHES
ARE DUE TO HUMAN ERROR

ABOUT 1/3 OF ALL MOTOR
VEHICLE FATALITIES FOR THE
PAST TWO DECADES, SPEEDING
HAS BEEN THE MAIN FACTOR

SELF-DRIVING VEHICLES CAN BE
PRONE TO HACKING BUT
DEVELOPMENTS ARE UNDERWAY FOR
CYBERSECURITY PROTECTION

LIABILITY WHEN IT COMES TO CAR
ACCIDENTS WITH SELF-DRIVING VEHICLES

ARE STILL BEING DISCUSSED. IS THE CAR
COMPANY OR CAR OWNER LIABLE?

SELF-DRIVING VEHICLES REQUIRE
TRAFFIC LIGHTS, LINES AND SIGNS IN
ORDER TO OPERATE SAFELY. THIS WOULD
LEAD TO FINANCIAL STRESS ON KEEPING
ROADWAYS UP TO PAR




WHAT 15 FEDERATED AUTONOMOUS DRIVING
NETWORK (FADNET)? s
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e Focuses on a Peer-to-Peer Deep //// I K\\\

Federated Learning approach to
. . . JA DA
train deep architectures in a

fully decentralized manner and e oooH-s¢Hooo
removing the need for central — | U= J L &mJ L =)
orchestration.

e Respects privacy concerns by @
not collecting user data to a

central server v

e Improves model stability, 2R > ZR > AR
ensures convergence, and A A A
handles imbalance data oooH9¢H-oooH$¢-ooo
distribution problems

e Based on Residual Neural = ok e

Network 8 (ResNet8) ©



HOW DOES IT WORKT (DATASETS)

(a) Udacity (b) Gazebo (c) Carla

Fig. 5.  Spatial support regions for predicting steering angle in three
datasets. In most cases, we can observe that our FADNet focuses on “line-
like” patterns to predict the driving direction.

Fig. 4. Visualization of sample images in three datasets: Udacity (first
row), Gazebo (second row), and Carla (third row).




RESULTS

i Learning Dataset
architectare Method |Udacity | Gazebo |Carla AP avaos
Random [14] - 0.301 | 0.117 [0.464 -
Constant [14] - 0.209 | 0.092 [0.348 -
Inception [57] CLL 0.154 | 0.085 |0.297 (21,787,617
MobileNet [58]| CLL 0.142 | 0.083 [0.286| 2,225,153
VGG-16 [59] CLL 0.121 | 0.083 |0.316| 7,501,587
DroNet [14] CLL 0.110 | 0.082 |0.333 314,657
FADNet (ours) | DFL 0.107 | 0.069 [0.203| 317,729
TABLE II

PERFORMANCE COMPARISON BETWEEN DIFFERENT METHODS. THE

GAIA NETWORK TOPOLOGY IS USED IN OUR DFL LEARNING METHOD.

Table II summarises the performance of our method

and recent state-of-the-art approaches. NG
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Fig. 6. The convergence ability of our FADNet and DFL under Gaia

and NWS topology. Wall-clock time or elapsed real-time is the actual time
taken from the start of the whole training process to the end, including the
synchronization time of the weight aggregation process. All experiments are
conducted with 3, 000 communication rounds.




LONCLUSTON

e In conclusion, we introduced a peer-to-peer to deep
federated learning method that effectively utilizes the
user data in a fully distributed manner. Our FADNet
architecture has proven to have better accuracy
performance than existing works.

e Currently, our deployment experiment 1is limited to a
mobile robot in an indoor environment.

e In the future, we would like to test our approach with
more silos and deploy the trained model using an
autonomous car on man-made roads.
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